AD=A034 829 TR| DEFENSE AND SPACE SYSTEMS GROUP REDONDO BEACH CA . F/6 9/4
CHARGE COUPLED DEVICES IN SIGNAL PROCESSING SYSTEMS. VOLUME V, ==ETC(U)
DEC 79 R A ALLEN» J M ANDERSON: F 6 HAMILTON  NOOO1l4=T4=C~0068
! UNCLASSIFIED




o
N
e o)
<
o
-
<.
)
<<




CHARGE COUPLED DEVICES IN
SIGNAL PROCESSING SYSTEMS

VOLUME V. FINAL REPORT ;
!

DECEMBER 1979

SPONSORED BY:
THE NAVAL ELECTRONICS SYSTEMS COMMAND

\O@ o ‘
DIRECTED BY: o&@(;: ® ’

THE NAVAL RESEARCH LABORATORY é/\" [N
O

<o

NAVY ;
CONTRACT NO. N00014-74-C-0068 =.

v

- i

i

- ¥
1

Gl I o SN I U G O BN A e saw e G BB NS BEN O oee e




-

Unclassified
SECURITY CLASSIFICAYTION OF THIS PAGE (When Date Entered)
REA
REPORT DOCUMENTATION PAGE BEFORE COMPLETING FORM
. REPORYT NUMBER 2. GOVY ACCESSION NO.| 3. RECIPIENT'S CATALOG NUMBER
AlD-A0i4 249
4. FTFLE fand Subtithe) - - S. TYPE OF REPORT & PERIOD COVERED

Charge Coupled Devwces in Signal Process{gg,// Final Report: October, 1973

Systemse Volume V, Final ReporE;ABGCE’Bér, 1979. | to December, 1979
‘{ 6. PERFORMING ORG. REPORT NUMBER

- ————

@,.

= M'uunm
4)| NOOG14-74-C-0068

) R. A.JATlen, J. M. /Anderson, F. 6. /Hami1ton’ .

W. H.[Huberi“M./Penberg

9. PERFORMING ORGANIZATION NAME AND ADDRESS
AREA & VORK UNIT ‘NUMBERS

/ y g
TRW Systems Group * /. — A
OneSpace Park & /k>)
278

IO PROGRAM ELEMENT. PROJ !E, TASK

11. CONTROLLING OFFICE NAME AND ADDRESS e 12, -REPORT DATE

) vecommmenrs

\\/hu. TNUMBER OF -RAGES .

4. MONITORING AGENCY NAME & ADDRESS(!f different from Controlling Office) 1S. SECURITY CLASS. (of this report)

Unclassified

1Se. ngCL ASSIFICATION DOWNGRADING
HE

16. DISTRIBUTION STATEMENT (of this Report)

Approved fgr public release; distribution unlimited

7 )i tefor Ot TZ-pe - N9,

17. DISTRIBUTION ST {ENT (of © L abstract entered in Block 20, if difterent from Report)

18. SUPPLEMENTARY TES

§
§
{
i
'

19. KEY WORDS rContinue on reverse stde if necessary and identily by block number)

Charge Coupled Device Half Adder LSI

ccD Digital Multiplier CAD

Digital Functions Digital Adder Radiation

Full Adder DCCD Floating Gate
Pipeline Arithmetic Floating Diffus

for

ld.' ABSTRACT (Continue on reverse aide If necesaary and identitfy by block number)

This report provides a comprehensive treatment of the entire digital charge
coupled device (DCCD) program. The design history, starting from SSI logic
circuits and continuing through MSI and LSI multipliers and adders, is dis-
cussed. The process development is traced from the early metal gate P-channel
process to the final double poly n-channel process. Results of radiation
testing on DCCD circuits is presented. Several computer aided design technique
are described which were developed during the course of the program. Finally,

other programs related to and resulting from this effort are described.

3

DD e, 1473 Unclassified 4&?

SECURITY CLASSIFICATION OF THIS PAGE (When Deta Entered)




..

FORWARD

| ) This report has been prepared by TRW Defense and Space Systems Group.

The work summarized in this report was performed under contract N00014-74-C-0067.
The scientific officer for this contract was Dr. D. F. Barbe of the Naval
Research Laboratory. The sponsor was L. W. Sumney of the Naval Electronics
Systems Command. The period of performance was from mid 1973 to December

1979.

Accessioq For

NTIS YN
boC 140

Wann sunced
Jusiific:tion

oIS N DN W ey el el eEN e e

o~ S o————

e e b




l CONTENTS
l 1.0 INTRODUCTION 1-1
1.1 DCCD Implementation 1-2
1 1.2 Program History 1-3
. 1.3 Phase I Report Summary 1-6
1.4 Phase Il Report Summary 1-6
1.5 Phase III Report Summary 1-6
2.0  SUMMARY AND CONCLUSIONS 2-1
2.1 Summary 2-1
2.1.1 Design 2-1
2.1.2 Layout 2-1
2.1.3 Wafer Processing 2-3
2.2 Conclusions 2-4
3.0 SMALL SCALE INTEGRATION (SSI) DEVELOPMENT 341
. 3.1 Introduction 3-1
3.2 Floating Gate/Floating Diffusion Designs and Results 3-5
3.3 Full-Adder Designs and Results 3-6
l 3.3.1 Full Adders Implemented from Dual Half Adders 3-10
3.3.2 Conversion to N-Channel Designs 3-12
3.3.3 Computer Model of a Full-Adder 3-15
l 3.3.4 Advantages of Full-AddersOver Dual Half-Adders 3-22
3.3.4.1 Power Dissipation 3-22
’ 3.3.4.2 Transfer Efficiency 3-22
3.3.4.3 Pipeline Delays 3-22
i 3.4 Half-Adder Designs and Results 3-22
3.4.1 Half-Adder Gain and Operating Margins 3-28
3.4.2 Other Uses of Half-Adders 3-3
l 3.4.2.1 Refresh and Invert 3-31
3.4.2.2 Fan-0Qut 3-31
3.4.2.3 Frequency Divider 3-32
l 3.4.3 Advantages of Half-Adders over Full-Adders 3-32
3.4.3.1 Clock Frequency 3-32
l 3.4.3.2 Signal-to-Noise Ratio 3-34
i

|




4.0

3.5 1/0 Circuitry
3.5.1 Input Circuits

3.5.1.1 DCCD Input Charge Generation
3.5.1.2 Input Buffers

3.5.2 Output Circuits

3.5.2.1 Source Fullower Output Circuit
3.5.2.2 Two Stage Source Follower Qutput Circuit
3.5.2.3 DCCD to TTL Tri-State Output Circuit

3.6 Memory Cells
3.6.1 The Offset Gate Device Configuration
3.6.1.1 LSM-3 Device Test Results
LARGE SCALE INTEGRATION (LSI) DEVELOPMENT
4.1 Introduction
4.2 Evolution of DCCD Adder/Subtractor Designs
4.2.1 DP1 Adder Array

4.2.2 The DP2 4 + 4 Bit Adder Array

4.2.3 The DP2 8 + 8 Bit Adder Array
4.2.3.1 The Cascaded Dual Half Adder Design
4.2.3.2 Full Adder Design

4.2.4 The DP3 Adder Array

4.2.5 The DP5, Adder/Subtractor Array

4.2.6 Azimuth Correlator Device (ACD) 10 + 10 Bit Adder

4.3 Evolution of Multipliers

4.3.1 The DP1 Multiplier Arrays

4.3.2 The DP2 Multiplier Arrays

4.3.3 The DP3 Multiplier Array

4.3.4 The DP4 Multiplier Array )

4.3.5 The Azimuth Correlator Device (ACD@) Multiplier

Array
4.3.6 The ACD2 Multiplier Array

4.4 Fast Hadamard Transform (FHT) Cell

FHT-0 Test Chip

A-Hadamard Functional Block
Charge Fan-Qut

Transfer Efficiency

AND Function

4.5 Memories

LI IR
oo bHnpdD
BN =

i

..'\',‘< o cw .. L -
. B A LY R X 2 AN f-t,w\‘s

3-34
3.34

3-34
3-36

3-37

3-37
3-39
3-39

3-42
3-43
3-72
4-1
4-1
4-4

4-4
4-9
4-14

4-14
4-14

4-21
4-24
4-28

4-30

4-30
4-38
4-45
4-49

4-51
4-52
4-56
4-61
4-61
4-65
4-70
4-70

4-74

"

b cite ]

R Y




RADIATION TEST RESULTS

5.1 Introduction 5-1
5.2 Prompt-Ionizing Radiation Upset Tests 5-4
5.2.1 Test Setup and Discussion of Results 5-4
5.2.2 Prompt-lonizing Radiation Upset Test Data 5-7
- 5.3 Tota) lonizing Dose Tests 5-7
k . 5.3.1 Test Setup and Discussion of Results 5-7
5.3.2 Total lonizing Dose Test Data 5-21
6.0 SIGNAL AND DATA PROCESSING APPLICATIONS 6-1
6.1 Introduction 6-1
6.2 Applying the DCCL Concepts 6-1
6.3 Specific NRL/DCCL Applications 6-4
6.3.1 Itakura Transform Application 6-6
6.3.2 Sort and Merge Applications 6-9
6.3.2.1 DCCL Sort and Merge Technique No. 1 6-9
6.3.2.2 DCCL Sort and Merge Technique No. 2 6-16
6.3.2.3 DCCL Sort and Merge Technique No. 3 6-21
6.3.2.4 The Sort and Merge (SAM) FIFO, LIFO
Design 6-27
‘ 6.3.2.4.1 Interlaced FIFO SPS Design 6-27
i 6.3.2.4.2 Interlaced FIFO/LIFO SPS
. Memory Design 6-32
| 7.0 DCCD WAFER PROCESSING 7-1
E 7.1 Introduction 7-1
l“ 7.2 Processing Evolution 7-1
7.3 Processing History . 7-4
; 7.3.1 Introduction of the "DP" Mask Series 7-5
‘ 7.3.1.1 The Double Polysilicon Process 7-8
7.3.1.2 The Switch to N-Channel DCCD Technology 7-9
7.3.1.3 The DP3 Series 7-10
7.3.1.4 The Nitride Sandwich Expariment 7-13
7.3.2 NE-1 and NE-2 Test Patterns 7-14
7.3.2.1 SILMAT-Processed Wafers 7-16
7.3.2.2 Buried Channel Operation 7-17
7.4 The Impact of the DCCD Program on TRW's Processing
Technology 7-22
7.4.1 Mask-to-Wafer Alignment 1-22
7.4.2 Photoresist Coating, Developing and Removal 7-22
$ 7.4.3 Microprocessor-Controlled Diffusion Furnaces 7-23
7.4.4 Dry Etching of Polysilicon, Nitride, Oxide and

Metal Patterns 7-24




Page
7.5 DCCD Technology Summary 7-24
7.5.1 Mask Generations 7-26
7.5.2 Gate Technology : 7-27
i 7.5.2.1 Gate and Field Oxide Undercut Problems 7-28
7.5.2.2 Gate Control by Means of Gate Oxide
Thickness Adjustment 7-30 !
7.5.2.3 Thermally Grown Field and Gate Oxides 7-31 '
7.5.2.4 C(Clean Gate Oxide Technology 7-33 g
7.5.2.5 Polysilicon Gate Technology 7-34 ;
7.5.2.5.1 The Single Level Polysilicon
Process 7-35
7.5.2.5.2 The Double Polysilticon Process 7-36
7.5.3 Progress Towards an Isoplanar Technology ° 7-39
7.5.4 Metallization Problems and Solutions 7-40 ]
8.0 COMPUTER AIDED DESIGN - 8-1 i
8.1 Introduction 8-1
8.2 Developing a CCD Design/Layout CAD System 8-1 ;
: 8.3 Evolution of DCCD as an LSI Technology 8-2
i 8.4 Present MOS/CCD Design and Layout System 8-3 4
9.0 RELATED DCCD PROJECTS 9-1 4
9.1 Fast Hadamard Transform Project (FHT) 9-1
9.2 Azimuth Correlator Device (ACD) 9-2 f
I 9.3 Sort and Merge (SAM) 9-6 i
' 9.4 The Twente Report 9-9
} 10.0 RECOMMENDATIONS FOR FUTURE WORK 10-1
' 10.1 Design 10-1
i 10.2 Processing 10-2
11.0  PATENTS AND PUBLICATIONS 11-1
11.1 Patents 11-1
11.2 Publications 11-2
12.0  REFERENCES 1241
iv
F /
} N RNY A 7 RN NR 9 Mo




L 2

e C Y —_—

1-1
2-1

3-1
3-2
3-3
3-4
3-5
3-6

3-8

3-9
3-10
3-1

3-12
3-13

3-14
3-15
3-16

3-19
3-20
3-21
3-22

ILLUSTRATIONS

Chronology of Program

Power dissipation versus clock frequency for full adders
constructed from various semiconductor technologies

DCCL OR Gate

DCCL OR gate with correction for 1 + 1 logic
DCCL AND gate

DCCL exclusive-OR gate

DCCL half-adder

DCCL full-adder

Implementation of a LSM-1 full adder

A full-adder logic cell implemented with dual cascaded half-
adders

Schematic diagram of NE2 and DP5 full adder
DP5 full-adder and half-adder

Implementation of the ACD-0 full-adder. This is a 4-phase,
double-polysilicon, N-channel device formed from 2 half adders,
2 1-bit delays and an OR-gate

Capacitor model of the charge transfer electrode

Surface potential diacram of the T-cell to charge transfer
electrode interface

Schematic of the 1975 DPO half-adder
Schematic of the NE-1 half-adder

Oscilloscope display of sum and carry outputs of a half-adder
during margin testing

Sum and carry outputs of a DP5 full-adder showing a 25% fat
zero margin and a 70% thin binary one margin

Schematic diagram showing the basic charge input generation
technique

Schematic of the TTL to DCCD input circuit
Schematic of a simple source follower CCD output circuit

Schematic of the two stage source follower
Schematic of a tri-state DCCD to TTL output circuit transmitter

Page
1-5

2-6
341
3-2

3-3
3-4
3-5
3-8

3-10
3-13
3-14

3-15
3-17

3-20
3-23
3-26

3-30
3-32

3-35
3-37
3-38
3-40
3-4]




- Y vy ———rro

Page

3-23 Offset gate device 3-44

‘ 3-24 Organization of a serial-parallel-serial shift register 3-49

3-25 Location of parallel channels for maximum density 3-5

| 3-26 A typical SPS structure 3-52

j 3-27 Serial to parallel interlaced SPS structure 3-53
{ 3-28 Clocking system required to change from LIFO read-out to

} read-in 3-54

3-29 Comparison of device structures 3-55

j 3-30 Normalized required length per bit as a function of the ratio
of mask misalignment tolerauce, r, to minimum geometry length, 2 3-57

3-31 Normalized required area per bit as a function of the ratio of
mask misalignment tolerance, r, to minimum geometry length, & 3-58

3-32 CCD-2 SPS memory device "~ 3-68
3-33 Photomicrograph of a typical LSM-2 chip 3-69
3-34 16 K-bit SPS unit designed for 7.5 micron photolithography 3-70
3-35 16 K-bit SPS unit designed for 5.0 micron photolithography 3-7
3-36 LSM-2 plan view and cross sectional diagrams 3-73
3-37 LSM-2 process for CCD device fabrication 3-77
4-1 Block diagram of 2-word, 16-bit adder 4-2

4-2 A 2-word, 16-bit adder array of digital charge-coupled devices 4-3
4-3 A block diagram of a 4-bit x 4-bit parallel multiplier array 4-3
4-4  An 8-bit x 8-bit multiplier array of digital charge-coupled

‘ devices 4-4
i 4-5 Schematic diagram of the DP1 4-bit + 4-bit adder array using
hal f-adders 4-5
4-6  Schematic diagram of the DP1 8-bit + 4-bit adder array using
full-adders 4-6
4-7  Output signals from the 2-word, 4-bit adder array when a-word =
f 1110 and the b-word = 0000 4-8
: 4-8 4 + 4 bit adder array vtilizing dual half-adders 4-10

4-9 DPZ 4 + 4 adder array utilizing three cascaded half-adders and 4-11
a single half-adder

4-10 Input to 2-word 4-bit adder 4-12

4-11 Input to 2-word 4-bit adder 4-12

4-12 Input to 2-word 4-bit adder 4-13

4-13 Input to 2-word 4-bit adder 4-13

4-14 8 + 8 bit adder array utilizing cascaded dual half-adders 4-15
vi

~

R YE t-
‘J!‘:‘:)‘“\W-“\"»h.-v\ .




4-16
4-17
4-18
4-19
4-20
4-21

4-22
4-23
4-24

4-25

4-26
4-27
4-28
4-29
4-30
4-3
4-32
4-33
4-34
4-35
4-36

DP2 8 + 8 adder array utilizing seven cascaded hal f-adders
and a single half-adder

Input to 2-word, 8 bit adder
Input to 2-word, 8 bit adder
Input to 2-word, 8 bit adder
Input to 2-word, 8 bit adder
8 + 8 bit adder array utilizing full-adders

DP2 8 + 8 adder array utilizing a half-adder and seven
full-adders

Logic diagram of a DP2 16 + 16 adder array
The DP3 16 + 16 adder array

Logic diagram of the two 1least significant bit logic cells
of the 32-bit DP5 array

Block diagram of a DCCD electrically alterable adder/
subtractor array

DP5 32-bit adder/subtractor/exclusive-0R chip

ACD2 10-bit + TC-bit adder array

Photos of carry input and 11 output bits of the 10 bit adder
10-bit + 10-bit adder

3 x 3 bit multiplier using half adders and "or" circuits
3 x 3 bit multiplier using full adders and half adders
Half adders

Full and half adders

3 x 3 bit multipiier utilizing half adder

3 x 3 bit multiplier utilizing full adders

op2

Input to the 2-word, 3-bit multiplier

Input to the 2-word, 3-bit multiplier

Input to the 2-word, 3-bit multiplier

Input to the 2-word, 3-bit multiplier

Input to the 2-word, 3-bit multiplier

Input to the 2-word, 3-bit multiplier

Schematic diagram of the 8-bit x 8-bit multiplier

DP2 8 x 8 multiplier array

4-16
4-17
4-17
4-18
4-18
4-19

4-20
4-22
4-23

4-26

4-27
4-29
4-31
4-32
4-33
4-35
4-36
4-37
4-37
4-39
4-40
4-4)




Page

4-45 ACDO 2'scomplement 4 x 6 bit multiplier 4-53
4-46 ACD2 2's complement 4-bit x 6-bit multiplic: 4-54
4-47 ACD2 6 x 4 multiplier 4-55
4-48 Block diagram of the 64 point fast hadamard transform chip 4-57
4-49 Block diagram of Al through Al12 functional block 4-58
4-50 Al Hadamard transform block timing diagram 4.59
4-51 Schematic and operational diagram of the charge transfer

node (CTN) 4-60
4-52 Functional block diagram of the A-FHT cell test arrangement 4-62
4-53 A-FHT functional block state varijable timing diagram 4-63
4-54 A-FHT outputs with MUX.IN equal to all zeros 4-64
4-55 A-FHT outputs the proper one-zero pattern on MUX.IN - 4-64
4-56 Schematic of the test arrangement consisting of the charge

fan-out, labeled M1pPP, and the half adder, labeled RIA 4-66

4-57 Output characteristic curve of the FHT charge fan-out
circuit showing how the binary one and zero levels change

as a function of frequency 4-68
4-58 A normalized plot of the fat zero level of a FHT-0B charge
fan-out circuit vs. clock frequency 4-69

4-59 Comparative logic level truth table (a) and corresponding plot
(b) for the half adder AND (output = x) and the simple AND

(output = y) functions 4-7
5-1 Hal f-adder bonding diagram 5-2
5-2 Shift register bonding diagram 5-3
5-3 Shift register upset test set-up 5-5
5-4  CCD shift register, prompt ionizing radiation upset 5-8
5-5 CCD shift register, prompt ionizing radiation upset 5-9
5-6 CCD shift register, prompt ionizing radiation upset 5-10
5-7  CCD shift register, prompt jonizing radiation upset 5-1
5-8 CCD shift register, prompt ionizing radiation upset 5-12 i‘
5-9  CCD shift register, prompt ionizing radiation upset 5-13
X 5-10 CCD shift register, prompt ionizing radiation upset 5-14 ’3
5-11 (LD shift register, prompt jonizing radiation upset 5-15 N
5-12 CCD shift register, prompt ionizing radiation upset 5-16 'q

viii i?




-

LR R—

T B O A anm Ve G

5-13
5-14
5-15
5-16

6-2
6-3
6-4
6-5

6-7

6-8
6-9
6-10

6-11
6-12
6-13
6-14

6-17
6-18

6-19
6-20

6-2i

Shift register output vs. total dose (sample #1)

Shift register output vs. total dose (sample #3)
Half-adder output vs. total dose {sample #58)

Half-adder output vs. total dose (sample #58)

DCCL arithmetic unit chip

DCCL controller chip

Itakura analyzer

A sort and merge chip comparator schematic diagram

Block diagram showing how four registers are interleaved

Block diagram of a sort and merge algorithm with the features
of allowing the bit length of the numbers being compared to be
expandable in the row direction and the quantities of sorted
numbers to be expandable in the column directions

Logic diagram of the DCCL sort and merg celil for technique
no. 2

First step of the radix exchange sort and merge algorithm
Second step of radix exchange sort and merge algorithm

Step 3, repeat step 2 for register no. 2.
Step 4, reverse procedure no. 1.

Block diagram of test cell FIFO/LIFO CCD memory
Block diagram of a standard SPS structure
Serial to parallel interface of an interlaced SPS structure

Timing diagram for the serial register and a serial-to-
parallel transfer

Potential diagram showing transfer of charges from the serial
to parallel register in the interlieaved SPS memory

Potential diagram showing transfer of charges from paraliel
to serial register in the interleaved SPS memory

Parallel to serial interface for the interleaved SPS structure

Timing diagram for the serial register and the parallel-to-
serial transfer

Forward and reverse four-phase clocks

Clocking system required to change from LIFO read-out to
read-in

Input and output data flow block diagram for the LIFO memory

ix

Page

5-22
5-23
5-24
5-25

6-5
6-7
6-12
6-14

6-20
6-22
6-24

6-25
6-26
6-28
6-29

6-30

6-~31

6-33
6-34

6-35
6-36

6-38
6-39




7-1

7-2
7-3
7-4
7-5
7-6
7-7

8-2

9-1
9-2
9-3
9-4
9-5

B

oo S MG WL eSe sarmr vy AL L v

An SEM photograph showing the vertical tilt at the end of the
poly I gate

Polysilicon protect configuration

Fixed charge as a function of quartz tube age
LSM-2 process for CCD device fabrication
Undercut polysilicon step covered by a TEQS film
Breaks in the Al metallization - DP-0 circuit
Source/drain contact to poly contact structure
Index of schematic symbols and descriptions

Flow diagram of the complete die design and layout procedure
taken from the DCCD design/layout manual

Block diagram of the 64 point fast hadamard transform chip
Four typical FHT cells

Developmental model SAR processor block diagram
Functional block diagram of the ACD
EW pulse processing algorithm

Page

7-12
7-29
7-34
7-37
7-39
7-40
7-42
8-4

9-3
9-4
9-5
9-7

ot W Wy




3-1
3-2
3-3
3-4

3-6
3-7
3-8
3-9
3-10

3-12
3-13
3-13
3-14
4-1
4-2
4-3
4-4

4-5
4-6
5-1
6-1
6-2

7-1

TABLES

Estimates for the active area in square millimeters of various
arithmetic technologies constructed from different semi-
conductor technologies

full-adder truth table

Process shrink/growth factors

Half-adder truth table

Half adder truth table with one input always a binary one
Implementation comparison for equal channel widths

CCD-1 shift register devices

Required area per bit for the devices of Figure 3-29
Basic SPS relationships

Optimized SPS parameter values

Comparison of the minimum number of transfers and minimum
power optimizatjons for SPS units

Comparison of offset gate and standard structure SPS units
for both optimizations

CCD-2 mask levels

Comparative SPS layout values of CCD-2
Comparative SPS layout values of CCD-2
Summary of LSM-2 and LSM-3 lots processed
Selectable functions of the DP5 array
Algorithm for a 8 x 8 bit multiplier
Algorithm for a 16-bit x 16-bit multiplier

Multiplication of 6 x 4, 2's complement numbers producing
a positive product

FHT-0B high level briefing
FHT-0B design/layout changes, incorporated in FHT-1 and FHT-0C
NE1 Radiation Test Result Summary

Truth table for the generation of a carry from a full-adder

Signal and control lines for a single sort and merge logic
block

The DCCD double polysilicon process flow chart
DP and NE design generations

2-6

3-6

3-18
3-23
3-31
3-46
3-47
3-59
3-60
3-61

3-62

3-64
3-66
3-67
3-74
3-75
4-24
4-46
4-50

4-51
4-72
4-73

5-2
6-11

6-19
7-19
7-25




1.0 INTRODUCTION

This report is exclusively concerned with the theory, development and
fabrication of digital charge coupled devices (DCCD's). In general any
digital domain function can be performed with charge coupled devices. This
means, in particular, digital charge coupled device logic and arithmetic
functions. The development of DCCD was undertaken with the goal of achieving
both the traditional advantages associated with all digital circuits as well
as some unique to the CCD technology. Before addressing DCCD's unique charac-
teristics, a review of the basic advantages of digital logic in general is
provided below for reference:

Freedom from parameter variations

(1)
(2) Freedom from environmental variations
3) Application flexibility

) Easily programmed

(5) Flexibility in selection of bit accuracy

(6) Well known characteristics that are easily modeled and simulated

(7) Widespread use reduces costs

These traditional reasons have facilitated the acceptance and widespread
use of digital devices. DCCD's also provide some unique advantages. These
include:

(8) Relatively low power requirements

(9) Very high device/circuit density when compared to various bipolar
(digital) signal processing technologies

A review of the unique aspects of digital CCD technology indicates a
variety of device characteristics that are othewise unobtainable with other
technologies; low power is clearly desirable for applications that are space
or man-pack related. The high functional density of CCD's can be used in
those instances where a large number of arithmetic calculations are required
to perform an overall system function. DCCD permits the circuit designer
to place a large number of arithmetic functions on a single chip thereby
eliminating interface and overhead circuitry and significantly reducing such
factors as chip count, power supply weight, and subsystem volume.

1-1
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1.1 DCCD IMPLEMENTATION

DCCD technology is most adaptable to binary logic applications; each .
CCD storage position represents either a one or a zero, depending up whether
or not it contains a stored charge. CCD's can therefore be used to

Y

implement Boolean arithmetic in a straight-forward manner.

The catalog of CCD devices includes half-adders and full-adders, along
with logic functions such as AND's and OR's; these can be used to implement o

any arbitrary logic or arithmetic function. Because the charge stored :
under each gate is shifted at each clock pulse, all functions must be per- i
formed in pipeline sequence, rather than by "ripple-through" logic. Pipe-

line calculations in arithmetic units are required due to the generation of [
the “carry" bit at each stage. For example, in the addition of two N-bit

words, the two least significant bits can be added immediately and produce i
both sum and carry outputs. The carry bit is then combined with the next

significant bit and produces a new sum and carry output. The carry is delayed )
during each operation, requiring the delay of the next significant bit by an
equal amount; this necessitates the use of delays on DCCD device input

lTines. An analogous set of delays is also inserted in series with the output
lines, so that the entire output word is available during one subsequent clock
pulse. These delays can easily be provided by CCD shift registers with the
attendent penalty that delays require a larger active area for DCCD logic
functions. This added area can be removed in large-scale functions, where '
skewed arithmetic is permitted (Skewed output of one function driving the

skewed input of another function). {j

Employing skewed arithmetic involves synchronous data inputs to the
chip that pass through a set of delays which properly skew all of the bits. i‘
Then an arithmetic operation (such as addition or multiplication) is per- 4
formed and the resultant data is then shifted to another operation. When all E]

arithmetic operations have been completed, the data is once more passed through
a set of delays that again synchronizes all bits, to make them simultaneously
available to the output pins during a single clock period.
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In general, the majority of the delays associated with arithmetic

operations can be deleted for functions performed internal to the chip.

Only initial skewing delays and final de-skewing delays are required. During
arithmetic operations on such a chip, all data can be manipulated in skewed
fashion. There are other implications resulting from the use of pipeline
arithmetic; since data inputs at one clock pulse and exits during a subsequent
clock pulse, random calculations cannot be handled in an efficient manner.
DCCD technology is therefore best suited to random calculations that occur
only occasionally. A larger number of algorithms are already available in
pipeline organization, or can be restructured for pipeline use, so that the
application of DCCD's is not significantly restricted.

It is worth noting that pipeline arithmetic calculations can provide a
very high throughput rate; data enters the device at the maximum clock rate
and subsequently exits at the same clock rate. The designer need only con-
sider the series delay that is necessarily a part of pipeline operation.

1.2 PROGRAM HISTORY

In 1973, the Naval Research Laboratory issued a Request for Quotation,
for a study program aimed at defining and analyzing the impact of CCD
technology on signal processing systems. Implicit in such a statement, was
the requirement to determine those areas of signal processing systems where
CCD's offered an economic advantage. The extent of that advantage or eventual
impact could then be projected. This projection could not be made in terms
of dollars and cents alone; it was to be made on the basis of a direct com-
parison with identical functions provided by competing technologies. Parameters
such as speed, power requirements and parts count could be tabulated for
subsequent comparisons.

As a result of the proposal submitted to the Naval Research Laboratory,
TRW initiated a study of the impact of digital CCD's on signal processing
systems. The results have been issued under the title, "Charge Coupled
Devices in Signal Precessing Systems; Volume I: Digital Signal Processing."*

*Available from the National Technical Information Services, a companion
report titled, "Charge Coupled Devices 1in Signal Processing Systems; Volume
I1: Analog Signal Processing” is also available.
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This study indicated that digital CCD's combine the inherent advantages of any
digital technology (such as high noise immunity, freedom from device parameter
variations, stable operating conditions and ease of simulation with

the advantages peculiar to CCD's (such as high density and low power require-
ments). In addition, digital CCD's are best suited to signal processing
applications where the signal flow can be handled by pipeline operations that
require little or no feedback; this permits relatively high data throughput,
with relatively low CCD clock frequencies. The impact of DCCD's is most
dramatic in those applications where a large number of functions and/or high
computational accuracy is demanded. A large number of these potential
applications for existing and projected systems were identified and analyzed
in detail.

At the conclusion of this study, TRW recommended experimental verifica-
tion that would go beyond basic device operation and verification. An
opportunity was sought to demonstrate the real advantages of the digital
CCD approach. The design of a digital CCD Fast Forier Transform (FFT) on a
chip was selected as a useful vehicle. This function would be quite flexible
and suited to a number of diverse applications. Accordingly, a technology
development program was initiated.

The objective of the first phase of this DCCD Program was the investiga-
tion and characterization of fundamental DCCD building blocks that would be
employed in a typical signal processing system application. The results of
this Phase I program included further development of a full adder circuit
function, the design and test of a 4 + 4 adder, and a 3 x 3 multiplier array.
A study was initijated to provide a method of interconnecting a number of FFT
Charge Coupled Devices in Signal Processing Systems; Volume III: Digital
Function Feasibility Demonstration."*

The objective of the second phase of this program was to develop large
logic building blocks suitable for implementing a FFT or similar function. {i
Near the end of Phase II, a potential application in voice processing arose
that would require 16-bit arithmetic blocks, i.e., a 16 x 16 multiplier and a l@
32 + 32 adder/subtractor. At the end of the thirteen-month Phase 11 effort,

*Avajlable from the National Technical Information Services Center.
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work was completed on an 8-bit arithmetic block design. Work on larger
blocks was continued into Phase III, including the design of a 32 + 32 adder/
subtractor.

The objective of the third phase, described in this report, was to
complete the work on the 32 + 32 adder/subtractor; then to work on the 16 x 16
multiplier and smaller, associated circuitry. As the work on the 32 + 32
bit adder/subtractor layout neared completion, two factors influenced a
change in program objectives:

1. The need for the Phase III DCCD circuits was eliminated as a
result of a change in the voice processor program.

2. The visability provided by the 32 + 32 adder/subtractor design
and layout effort indicated that the cost and schedule
associated with a 16 x 16 multiplier was beyond the remaining
resources of the Phase IlI program.
At that time, mutual customer/contractor interest arose in a unique application
area, involving manipulation of lists of digital words that were arranged
in order oftheir magnitude. This sort-and-merge-type application appeared
well suited to the characteristics of DCCD functions. Various algorithms for
performing these functions were examined and DCCD layouts were investigated.
A specialized LIFO (Last In - First Out) memory, needed to implement the sort
and merge function, was designed and layout completed. Due to program cost
and schedule limitations, no further LIFQ activities were pursued.

The chronology of events is summarized in Figure 1-1.

CALENDAR YEAR 1973 | 1974 | 1975 | 1976 | 1977|1978 | 197
WON DIGITAL STUDY A

DIGITAL STUDY PHASE &ﬁﬁ

NAVY REQUESTS ANALOG STUDY A

ANALOG STUDY PHASE
PHASE 1 7\

(UILDING BLOCKYS)

PHASE 2 £!F==
(FUNCTIONS COMPUTATIONAL) i&

PHASE 3
(DEMONSTRATION UNIT) l

Figure 1-1, Chronology of Program.
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1.3 PHASE I REPORT SUMMARY

1
This report contained an overview of the entire program and a brief lf
statement of goals and approaches. This was followed by a discussion covering B
development of the full-adder circuit function. The original concept was gJ
explained and subsequent alternations to the original layout was described.
Both two and three input adders were discussed and hardware implications in

the several computational algorithms available were examined. The primary i
test mask that was designed during Phase 1 was presented, along with a ¥
summary of the test results. The process sequences employed to produce these ‘i
devices were explained, and cross-sectional views of the devices were provided. ]
This was followed by the results of a study to determine methods of inter- L
connecting a number of the projected FFT chips into a single system. The 7
report concludes with recommendation for future work. }

1.4 PHASE II REPORT SUMMARY

This report contained a commentary on the advantages of digital charge b
coupled logic (DCCL) and made a comparison with other current high density/
lower power LSI technologies. A description of the basic equations necessary

)

for designing DCCL logic gates was included and the design of various logic
cells and arithmetic functions were discussed. The principles used in the
design of the pipelined multiplier and adder/subtractor arrays were discussed
and the clocking schemes and test results obtained for both arithmetic

Y coven TN SR

arrays and single arithmetic functions were described. The metal/polysilicon
and double polysilicon fabrication processes used to fabricate these devices

—

was described. The report concluded with recommendations for future work.

1.5 PHASE IIT REPORT SUMMARY

L 2

This report contains a history of the complete DCCL program. It traces
the development of the small scale building blocks (the half adder, full
adder and AND and OR gates) up through the larger scale arithmetic functions
of multiplication, addition, and subtraction. This report also deals, in

generic terms, with the signal and data processing applications that are
suited to DCCL technology. The programs that have used this technology to
date are described. This is followed by a description of the computer aides
and fabrication techniques developed specifically for this technology. This
report concludes with recommendations for future work and a list of patents

and publications resulting from this effort.
/ 1-6
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2.0 SUMMARY AND CONCLUSIONS

2.1 SUMMARY

The development of digital charge coupled device (DCCD) circuits at TRW
has evolved through a number of identifiable stages since its inception in
1973. The primary areas of design, layout, and processing have all experienced
this evolutionary growth in significant ways.

2.1.1 Design

The design realization of DCCD logic and arithmetic circuits presented a
number of very difficult concept and modeling problems during the course of
the program. The basic adder cells emerged as both the most difficult and
the most essential circuits for performing DCCD logic and arithmetic functions.
Both a full adder and a half adder cell were developed during the course of
this program and are described in detail elsewhere in this report. Basically,
the full adder cell possesses the advantages of higher density and fewer through-
put delays than the dual half adder while the half adder cell is faster and less
sensitive to operating biases and threshold shifts. The half adder has the
additional features of being easily configurable into other essential DCCD
functions such as charge refresh and logical "AND" circuits. The overall flexi-
bility and performance characteristics of the half adder cell resulted in its
selection for the majority of analysis and test efforts over the full adder cell.
This report delineates the logical development of these adder cells from a
totally isolated (floating) gate design, through two floating gate reset
techniques, leading to the present floating diffusion design. Computer models,
which were developed and verified during this program, have been used to refine
the present adder design 1into a stable, predictable configuration exhibiting
high noise immunity and speeds of 5-10 MHz.

2.1.2 Layout

The layout of DCCD circuits presented a number of unique problems not
previously encountered by other digital technologies. Two two major layout
obstacles were the lack of a standardized symbology for DCCD circuits and the
inability to directly interconnect two physically separated signal points by
means of a metal conductor. The immense difficulty posed by the lack of
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schematic circuit representation can be easily appreciated by everyone in

the electronics industry. The difficulty posed by the inability to

directly connect two signal points together with metal is perhaps less
obvious. A DCCD circuit functions by transporting discrete charge

packets along the surface of the Si/SiO2 interface through a set of
sequentially clocked, overlapping, MOS gate structures. Consequently,

moving a signal from one physical location to another involves interconnecting
these locations through a series of gates. This method of interconnect has
several major disadvantages from a layout standpoint:

(1) Additional refresh cells may be required due to the transfer loss
of the interconnecting gates.

(2) The delay associated with the interconnecting gate structure
increases the overall throughput delay and may require additional
delays elsewhere in the circuit to provide synchronism between
interacting charge packets.

(3) Signal path crossovers are complex and impose additional timing

constraints on the design.

During the performance of this program, major progress was achieved in
overcoming both of these obstacles. At this writing, a complete system of
DCCD schematic symbols exist along with a technique for assembling these
symbols into final circuit schematics using the Applicon Computer Aided
Design (CAD) system. This DCCD schematic capability greatly reduces the
opportunity for layout errors by permitting drafting personnel participation
in the visual check cycle. Prior to this, only the design engineer could
effectively check the Tayouts.

A technique for interconnecting physically separated points directly
(i.e. without gate structure) was also devised. This technique has been termed
the "charge transfer node," and is described in more detail in Section 4.4
of this report. Basically, the charge transfer node consists of two
diffusions connected by a metal line. Charge is transferred onto the
diffusion at the sending end of the node causing a current to flow (through
the interconnecting 1ine) to the receiving end (diffusion) of the node.
This current flows for a time which corresponds to the sending node charge
level. A storage well at the receiving node collects this charge thereby
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accomplishing a charge packet transfer through a direct metal connection.

The completeness (efficiency) of this transfer is a function of time
allowed and the capacitance (including interconnect) of the node. Results
to date indicate that, for frequencies of 5-10 MHz, total node capacitance
can be on the order of 100 ff. This technique has been demonstrated and is
in use on another major DCCD project.

One final layout obstacle encountered by DCCD (as well as other technolo-
gies) was the lack of computer aided design rule checking. As a result of
the complexity presented by the LSI designs being undertaken by this program,
the need for a computer aided design rule check was soon recognized. Since
the inception of the device development phase of this program in 1975,
significant progress has been made towards this end and work continues. For
the past two years, a computer aided design rule check routine written for
bipolar circuits has been utilized to perform a partial check of the DCCD
layouts. A new routine which will provide a complete design rule check on
DCCD layouts has been in development since early 1979, New algorithms have
been created which permit both intra-and inter-level checking. Completion of
this effort is anticipated in early 1980.

2.1.3 MWafer Processing

In 1975, when the DCCD device processing activity was first begun, the
existing fabrication technology was P-type, surface channel employing 7.5
micron, metal/polysilicon gate structures. Since that time, a continuum of
processing improvements have been implemented. These improvements have been
directed at the goals of increased density, higher device operating frequencies,
minimum wafer process complexity, and the achievement of reliable and repeat-
able process sequences capable of delivering high DCCD functional yields.

In-as-much as the history of DCCD wafer processing is complex and
intricate, a comprehensive summary of these activities is diffucult. A
listing of some of the salient changes occuring in DCCD processing since
1975 include:
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Conversion from metal/poly to poly/poly gate structures

(1)

(2) Conversion from p-channel to n-channel

(3) A general reduction in lithography from 7.5 micron to 5 micron

(4) Incorporation of dry etching techniques in place of entirely
wet chemistry processes

(5) Pfeplacement of field oxide channel definition with a ion implanta-
tion (channel stop) technique
A complete chronological history of the DCCD wafer processing evolution is
provided in Section 7.0 of this report.

In addition to the continued improvement in techniques and procedures,
corresponding improvements in both lot size and lot fabrication time were
achieved. These improvements were a result of streamlined procedures and
efficient utilization of existing resources. Increased lot sizes and reduction
in fabrication time had a significant impact on the achievements of this -
project. Since circuit development is iterative, the value of quick turn
around and the opportunity for several czxperimental options per lot cannot
be overstated.

Efforts to further improve present wafer process capabilities are still in
progress. At the time of this writing, equipment has been purchased and
facilities changes initiated for further upgrading and automation of the DCCD
wafer fabrication laboratory. These improvements will provide the capability
for parallel plate plasma etching; automatic photoresist coating, developing,
and scrubbing; dual flash evaporation metalization; micrcprocessor control of
critical furnaces; and 1 micron resolution proximity alignment with the
attendant yield improvements associated with non-contact printing. These items
are scheduled for installation by the end of 1979.

2.2 CONCLUSIONS {

The past four years of DCCD development, from the initial building block
phase through the final demonstration phase, have witnessed a continuous
sequence of improvements in the three central areas of device design, layout,
and processing. In retrospect, the absence of a schematic representation for
DCCD circuits and the lack of a comprehensive computer design rule check
capability imposed the greatest obstacles to the timely development of DCCD

circuits.
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At this point in time, the basic elements required for the successful

integration of some of the larger DCCD functions, conceived during the
initial study phases of this program, are available. The fundamental logic
and arithmetic DCCD cell, the half adder, has been modeled and successfully
demonstrated good performance margins at frequencies in excess of 5 MHz.

A system of layout procedures has been developed around the specific

problems presented by DCCD designs. The major aspects of this system are

a comprehensive set of design and layout rules, complete schematic documenta-

tion, the ability to nest large functional cells, an automatic design rule

check procedure, and a DCCD/MOS design and layout manual. With this system it is
currently possible to produce LSI chips with a turn around time of two

to four months depending on the complexity of design. Finally, wafer pro-
cessing has been developed for DCCD circuits which, with present design rules,

provides repeatable, functioning circuits.

The present design status of DCCD logic cells, exhibiting good noise
margins at frequencies of 5-10 MHz, provides an opportunity to review and
update power and density estimates for this technology. A comparison of DCCD

(1)

the basis for comparison. These DCCD power estimates have been updated

with other technologies was performed in 1977 using the full adder as

(based upon latest design configurations) and presented in Figure 2-1.

Although an update of the power estimates for the other technologies was not
possible within the schedule constraints of this program, it should be

recalled that the original comparisons were for 5 micron designs. Figure 2-1
shows that, although DCCD power requirements have increased, it still com-

pares favorably with 5 micron IZL and CHOS. Current industrv efforts to reduce
NMOS and CMOS designs from 5 microns to 1-2 microns, if successful, should
reduce the power requirements of these circuits by factors of 10 to 20. A corres-
ponding scaling of DCCD's would be expected to provide similar power reductions.
The ease of and degree to which DCCD circuits can be scaled is a task suggested
(in Section 10.0 of this report), for future program efforts.

Revised area figures for DCCD arithmetic funcrions (also presented
originally in 1977) are provided in Table 2-1. These areas have, with the
exception of the 16 x 16 multiplier, been obtained from actual circuit
layouts, excluding pads and borders. The 16 x 16 multiplier area has been
extrapolated from the 8 x 8 multiplier area. Again, updated area estimates

for the other technologies could not be obtained for this report so Table 2-1

reflects the original 5 micron designs.
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Figure 2-1. Power dissipation versus clock frequency for full
adders constructed from various semiconductor
technologies.
Table 2-1. Estimates for the active area in square millimeters

of various arithmetic technologies constructed from
different semiconductor technolofgies.

Technology 16+16 32+32 8x8 16x16
DCCD 6.0 20,5 | 7.0 | 38.5
P-MOS 1.3 49.2 |12.2 | 67.7
N-MOS 7.8 3.7 | 7.7 | sa.2
CMOS 16.5 70.2 |19.5 | 104
12 14.9 64.9 |26.2 | 137




Table 2-1 indicates that in spite of a factor of two growth, from a
density standpoint, DCCD still compares favorably with other 5 micron
technologies. The areas presented in Table 2-1 assume the use of the DCCD
full adder cell. 1If these full adders were implemented with dual half
adders, the DCCD area values will increase by approximately a factor of
two. Density comparisons, such as presented by Table 2-1, will require
frequent review as the present industry drive for micron and submicron
designs progress.
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3.0 SMALL SCALE INTEGRATION (SSI) DEVELOPMENT

3.1 INTRODUCTION

Digital logic functions 1in CCD's can be implemented with the same
fabrication techniques as used in standard analog CCD's. A logical one is
simply defined as a charge quantity which is equal to the capacity of a
minimum geometry storage electrode, and a logical zero is defined as an empty
storage electrode.

The logical OR function is the easiest function to implement. The
logical OR function is shown in Figure 3-1.

'<JR‘:::::>1A-+B

=

Figure 3-1. DCCL OR Gate.

When a logical one is transferred from either the A or B input under
a common storage electrode the OR function occurs. In this simple OR gate,
the common storage electrode will contain a charge quantity which is twice
that of a logical one when both A and B are ones. This condition can be
corrected by providing a potential barrier and charge sink for the excess
charge as shown in Figure 3-2.
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Figure 3-2. DCCL OR Gate with Correction for 1 + 1 Logic.

Realizing that the charge which 1is discarded is the AND function of A

and B, it is a natural extension of the basic OR gate to form an AND
gate. As shown in Figure 3-3, a AND function is implemented by saving the
charge which spills over the barrier electrode and sinking the OR function
on an alternate clock phase.

g1
v BIAS CONTROLLED
‘ b / BARRIER
e I
D M :DAB
.,l: y
B 1 4 | b] g1
5
A
DA+B

Figure 3-3. DCCL AND Gate.
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The AND gate may be altered to perform the exclusive-OR function as
shown in Figure 3-4.

o -
g1 Vi T T

v
‘ L
A _—_OE N M SINK
p | ™ ‘
b
1
B :’i:
. EXCLUSIVE-OR
t A 3 OUTPUT
TRUTH TABLE e AB + AB
IN __ OUT oy
®

-_ -0 O P
—_ O~ ™

: N,
1 g2
1

Figure 3-4. DCCL Exclusive-OR Gate.

The schematic of a DCCL exclusive-OR gate is shown in Figure 3-4. As
described above, if either of the two input channels transfers a binary "1"
into the D storage area, it will transfer across t and s to produce the
function AB + AB.  However, when both input channels transfer binary "1"
packets into the D storage area so that it overflows across b1 to fill M, the
resulting change in surface potential under M induces a potential change on
the floating-gate or floating-diffusion. The potential change is transferred to
the s end of the floating-gate causing it to switch from a transfer level to
a charge barrier level. Now when t is switched to a positive voltage, the
charge packet transferring from D will be retained under t by the s acting as
a barrier. During the next clock phase when ¢ is switched to a positive
voltage, the packet of charges held in t will transfer out under ¢ to produce
the function C = AB and no charges will transfer out of So *
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Figure 3-5.

3-6.

The DCCL exclusive-OR and the half-adder are identical, theSo output
is the SUM and the C output is the CARRY to the next
A full-adder can be implemented by increasing the input
channels to three, and by adding the b2 and I areas as shown in Figure
The S1 and S2 are connected together in a DCCL OR gate to form the
SUM output.
DCCL is a dynamic system, the D, M, and I storage areas must be completely

If any of the three specific
signal processing the charge packet

emptied of charge between input charges.
functions are not required for further
at that exit port must terminate at a sink diode.

It is a simple matter to modify & half-adder DCCL cell sc that it will
perform the digital refresh function. A1l that is required is that a diode

fi1l and spil) gate be arranged to insert a binary “1" into the D storage

other channel.

The B input channel is désignqted the continuous “1" channel and channel

A the input signal channel, then the SUM and CARRY outputs becomes S = A and

= A. Since the C = A chargé packet 1is a binary “1" only when D overflows,
it must be a completely full.charge packet no matter what the quantity of
charges in the original A input; thus A is refreshed.

| A 1
=] =t

i{f;:> AB + AB LJi
g2

TRUTH

%4
o b
21 b L o3

TABLE

—'—'OO)E
- O =0Om

ourt

AB
Figure 3-5. DCCL Half-Adder.
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Figure 3-6. DCCL Full-Adder.

The following paraqraphs provide a detailed description of the evolution
and development of the basic DCCD building blocks which form the nucleus of
subsequent LSI circuit designs.

3.2 FLOATING GATE/FLOATING DIFFUSION DESIGNS AND RESULTS

In 1972 M. F. Tompsett pub]isheéz)adescription of a CCD charge
regenerator that used a floating-diffusion as the sensing-node of a charge
transfer electrode. From the first full-adder design on the LSM-1 iayout,
made in early 1975, TRW used a floating-gate as the charge sensing element.
This design requires a FET switch for resetting the floating gate to a
preset transrer level at the beginning of each cycle and a gated sink diode
to remove charge from under the floating-gate at the end of each cycle.

The floating-gate was used as a sensing-node until 1976. In July 1974,
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T. A. Zimmerman mentioned the floating diffusion as an alternative in a
paper containing the descriptiona)ofa digital CCD exclusive-OR gate. The
floating diffusion approach provided a significant improvement in the
sensitivity of the charge sensing element. Elimination of the capacitance
associated with the floating-gate and gated sink diode reduced the total
parasitic capacitance loading on the charge transfer switch which was the
primary factor in increasing its sensitivity.

In September 1976, at the start of the DP3 design, it was realized that
by using the source diffusion of the FET switch as the sensing-node the
FET would remove the unwanted charge on the node at the end of the cycle
while simultaneously resetting it to the preset transfer level. Subsequent
designs utilized the floating diffusion approach for all DCCD logic circuit
charge sensing elements.

3.3 FULL-ADDER DESIGNS AND RESULTS

A full-adder is the basic arithmetic function used in many parallel
adders, subtractors and multipliers. It has three inputs and two outputs.
A11 three inputs have the same binary significance, usually two inputs are
addendums while the third input is the carry-bit from a less significant
full-adder. The outputs are the sum-bit and the carry-bit as shown in
Table 3-1.

Table 3-1. Full-Adder Truth Table.

Tnputs Outputs
Al Bl CI S1.C2
0 0 0 0 0
0o o0 1 1 4]
0 1 0 1T 0
0o 1 1 0 1
1 0 0 10
1 0 1 0
1 1 0 U
1T 1 0 1o
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A description of how a full-adder performs the arithmetic function is
given in Section 3.1.

The first full-adder design was implemented in March 1975 on the LSM-1
mask set using design concepts published<3)eight months earlier. A schematic
diagram of this early full-adder is shown in Figure 3-7.

In common with all of the circuits included on the LSM-1 wafer, a metal/
polysilicon gate configuration was employed, with gate oxides of 1000/2000 X
under the polygate and metal gate structures respectively. The field oxide
was 15,000 & thick.

The polysilicon charge transfer electrode was precharged to create a
transfer mode surface potential; this occurred by applying a voltage pulse
to a capacitor formed by the metal-oxide-polysilicon charge transfer electrode.
Two problems prevented this full-adder from functioning properly.

The first problem was a race condition that occurs when two or more of
the inputs have a binary value of "1" (full charge packets); in this mode,
both the "D" and "M" storage areas are filled. The charge packet under the
master-side, "M", of the charge transfer electrode causes the surface potential
of the slave-side, "“N", to switch from its initial transfer state to a
barrier (blocking) state. One deficiency of this design was that a part of the
charge packet that should have filled M also transferred into N. Consequently,
as the surface potential of the charge transfer electrode changed from a
transfer state to a barrier state, the charges under N were forced to
either the sum state or to the sink diode.

A second problem existed because of a fixed charge that is produced at
the po]ysih’con-SiO2 interface as the oxide is grown. The variability of
this semiconductor process-induced charge made it extremely difficult to
accurately preset the charge transfer electrode to the required transfer surface
potential.

Both problems were eliminated in the full-adder design complieted in
August 1975 for the DP-0 evaluation wafer. The race condition was eliminated
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by adding a transfer gate betwen the "D" input storage gate and the slave-
node, "N", of the charge transfer electrode. The initial process-induced
charge on the charge transfer electrode was removed by connecting the source

“of a small FET to the charge transfer electrode; also, connecting the drain

of the FET to the substrate and switching the FET "on" to remove the

charge just prior to inducing the required potential on the charge transfer
electrode via the precharge capacitance. These two modifications produced

a full-adder that performed all the correct arithmetic functions, however,

the yield of good devides was low due to metal 1line breakage over oxide-
covered polysilicon steps. With the first successful demonstration of a CCD
full-adder in November 1975, the decision was made to use it as a building
block in the 3 x 3 multiplier and 4 + 4 adder; this chip was designated DP1.
The layout of the full-adder was eventually modified to provide identical cells
that would fit together topologically on the Applicon System; additional gates
were added so that the full-adder cells would interconnect with the appropriate
clock phases.

In order to digitize the multiplier and adder arrays, the sum output
channel was aligned so that it could be connected with one of the three inputs
to the next cell. The carry output channel had to be aligned to enable it
to line up with one of the three inputs of the full-adder cell in the next
more significant column of the array.

Two conceptual layout changes were made to the DP1 full-adder to correct
anomalities that occurred in testing. An additional storage area was placed
between the "I" and "S" storage areas (see Figure 3-7) in order to correct
the phasing of the two sum packages at the sum output “OR-gate." The SINK
diode output port was moved from the siave-node, "N", of the charge transfer
electrode to the "D" input storage area, thus enabling the slave-node to be
correctly used only as a barrier or transfer gate.

The DP1 full-adder, multiplier and adder arrays used 1000 R polysilicon
gate oxides and 2000 3 metal gate oxides to direct charge flow in a typical
2-phase CCD shift register. The DP1 full-adder, 4 + 4 adder and 3 x 3
multiplier were all successfully demonstrated at clock speeds up to 175 kHz
in February 1976.
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3.3.1 Full Adders Implemented from Dual Half Adders

Early in 1976, we reviewed the capabilities of half-adders and full-adders
and concluded that the half-adder had the potential for higher speeds and
higher charge transfer electrode sensitivity.

A full-adder can be easily implemented from two cascaded half-adders,
two one-bit shift-registers and an OR-gate as shown in Figure 3-8. The
validity of the Figure 3-8 configuration can be shown through the following
explanation. A half-adder accepts two inputs a and b, and produces a sum
S =1, if either input is 1, but not when both inputs are a 1. The carry
C =1 if both inputs are 1. Hence S =a + b and ¢ = ab. A full-adder
accepts three inputs and produces a sum S

1 when one or all three inputs
are 1, thus, in logical terms S =g+ (a + b). Acarry C = 1 is zed,
when two or three inputs are 1's; C =g (a + b) + ab. Hence, a fulli-adder
can be realized using two half-adders plus an OR gate as shown in 3-8.

S=g+ (a+h)

a+b HA g (a +b)

HA 1-BIT‘ Y—
: s CO—L s rw

Figure 3-8. A Full-Adder Logic Cell Implemented with
Dual Cascaded Half-Adders.

Two separate 8 + 8 adder arrays were included on the next mask set
(designated DP2). One adder used the original full-adder, while the other
used cascased half-adders. |

The single DP2 fuli-adder was similar to the DP1, with the exception k;
that the additional storage cell between the "I" storage and the "S", OR-gate 3
was removed. The "S" storage area was used for storage of the sum charge li
packet that occurs via the slave-node, when a single input is a binary
"1" and also when the charge packet provided by the master-node is such that ’!
all three inputs are a binary "1". i

-
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Both the half-adders and the full-adders used on DP2 designs were
further simplified from earlier DP1 designs by eliminating the precharge
capacitance. The DP2 design wused a FET to preset the charge sense elec-
trode to the transfer state as well as removing any initial charge from a
preceeding bit.

A significant DCCD technology advance was made on the DP2 series by
changing from a metal-polysilicon gate combination to a double polysilicon
gate structure. However, processing difficulties were experienced with the
slip mask fabrication technique then in use and few DP2 working devices were
available for testing.

Changing the location of the output port of the carry-out charge packet
from under the master-side of the charge sensing electrode to the "D" input
storage gate generated a full charge packet each time there were two or
more binary "1" inputs to the D input area. An automatic charge refresh
capability was thereby provided with each half-adder and full-adder of
the DP3 design.

Another major improvement included on the DP3 full-adder was the elimina-
tion of the floating-gate capacitance as the charge sensing element in favor
of the floating-diffusion design. This was accomplished by replacing the
oxide capacitance with the depletion capacitance of the precharge FET source.

Both the 16 + 16 adder and the 8 x 8 multiplier were designed from full-
adders implemented using two cascaded half-adders as shown in Figure 3-8.
Two separate full-adder test cells were included on the DP3 design; both were
of the cascaded half-adder type; one had a floating-gate as the charge
sensing node and the other had a floating-diffusion.

Tests were performed on both full-adders. It was determined that the full.
adder designed with the floating-gate charge sensing node had less transfer
efficiency than the full-adder employing floating-diffusion. The low transfer
efficiency of the floating-gate version was traced to connection of the sink
diode gate and carry-out gate to the same clock line. This approach was used
in an effort to reduce the number of clock lines required to operate the adder.
The floating-diffusion designhas no sink diode since the precharge FET removes
any residual charge. This feature also eliminates the possibility of the
condition described previously in Section 3.3. A decision was made at that
time to standardize on the use of the floating-diffusion design.

3-1




A cascaded full-adder comprised of two floating-diffusion charge sensing
elements pertformed arithmetic operations correctly at clock speeds up to 2
MHz.

Additional details of the DPO and DP1 designs and test results are
pub]ished(a) in Vol. 11! and details of the DP2 and DP2 full-adders are
published(s) in Vol. 1V, cf this series.

3.3.2 Conversion to N-Channel Designs

In December 1977, an effort was made to ac'.ieve higher clock speeds by
replacing the existing two-phase, P-channel circuits with the irnherently
faster three-phase n-channel designs

An N-channel evaluation mask, design-ted NE-1, was designed. It con-
tained a single binary level full-adder as well as many othér DCCD evaluation
devices. This full-adder was shown to perform correct arithmetic functions 1in
February 1978. However, the gain of the charge sense electrode was 100 low
to permit cascading of full-adders to achieve a working rwltiplier or adder
array.

Consegquently, the full-adder was redesigned for higher sense electrode
gain and incorporated into the DP5 mask design. A schematic diagram of the
DPS5 full-adder is shown in Figure 3-9 and a photogqraph of the processed device
is shown in Figure 3-10.

'

The cascaded dual half-adder approach to a full adder function has several -
system application advantages over a single full-adder (see Section 3.4.3). It
was therefore decided to only use cascaded half-adders in future LSI applica-
tions. Only minimal tests were performed on the DP5 full-adder. Sufficient
tests were carried out to show that it performed all of the correct arithmetic ;
functions at clock speeds up to 800 kHz and that its switching margin agreed ‘
with that predicted by the model (i.e. acceptance of a 25% full charge packet i
as a binary "zero" and 75% of a full charge packet as a binary "one."

The last full-adder was included in the design of the Azimuth Correlator
Program, described in Section 9.3. The ACD full-adder is of the cascaded
dual half-adder type and was used in a 10 + 10 adder. A schematic of the ACD
full-adder is shown in Figure 3-11: it was shown to operate correctly at clock
speeds up to 1.25 MHz (see Section 9.3 for results).
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Figure 3-11. Implementation of the ACD-O Full-Adder. This is a
4-Phase, Double-Polysilicon, N-Channel Device Formed
from 2 Half-Adders, 2 1-Bit Delays and an OR-Gate.

3.3.3 Computer Model of a Full-Adder

Digital components such as full-adders, exclusive-OR gates, logic
inverters have as a single common element, the electrode that senses and
logically controls the direction of charge transfer. It is essential that
this charge sense electrode operate correctly with large variations in size
of input charge packets. During the design phase of the DP5 full-adder, we
formulated mathematical and computer models of the charge sense electrode
which accurately predicted the operational margin of these digital CCD
components. Clock voltages, maximum tolerable temperature and operating
frequency were also derived from the computer model.

Although the model was designed specifically for a single full-adder,

it can be adapted for other digital CCD logic circuits. The computer model pre-
dicted the switching margins of the DP5 full-adder as well as the ACD half-adder.
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A capacitor model of the charge transfer electrode is shown in Figure
3-12. The Computer model was used to calculate the depletion capacitance,
Cd, the gate oxide capacitance, cox’ and the total parasitic capacitance,
Cp. The basis for these calculations included the digitized area parameters
and semiconductor processing parameters such as oxide thickness, bulk

impurity concentration, and fixed oxide charge density (st)‘

The total parasitic capacitance is the sum of many small parasitic capa-
citances, such as the adjacent gate overlap capacitance, the metal strap to
substrate capacitance and the slave node gate to channel stop overlap
capacitance. '

The computer program also takes into account the expansion or shrinkage
of areas due to over-exposure or etching during processing in accordance
with the factors listed in Table 3-2. Calculations can be based on maximum,
nominal, or minimum shrinkage values. An RSS program is available that
calculates the RSS variation of every surface potential based on the fluctua-
tions of Table 3-2.

For a given amount of charge (AQ) spilling across the barrier to the charge
transfer electrode, the change in voltage at the charge transfer electrode is
defined as:

| - AQ
av,
; . 9 G

where CF is the total capacitance on the charge transfer electrode:

- cox * Cd
Ce=Cote ¢,
P ox d

Cp = parasitic capacitances including the FET source depletion capacitance
Cox = oxide capacitance under the slave node of the charge transfer node

Cd = depletion capacitance under the slave node of the charge transfer node
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Table 3-2. Process Shrink/Growth Factors.

PARAMETER MIN NOM MAX

X(1) Poly 1 Shrinkage .024 .029 .034
X(2) Poly 2 Shrinkage .014 .019 .024
X{3) N+ Lateral Diff. .026 .03 .034
X{4) P+ Lateral Diff. .045 .05 .055
X(5) Metal Shrinkage .025 .03 .035
X{6) N+ Overetch .004 .0045 .005
X(7) Threshold Variation 0 .05 .

X(8) P+ Overetch .02 .024 .028

The change in charge transfer electrode surface potential (Aﬂs) is given by:

- ' _ ' 2\1/2
ap = Vg + Vg -(28VEVy + V)
= aAVG ‘
where AVG = AVG - VFB

<
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Figure 3-13 shows the surface potential diagram for the T cell - Charge
Transfer electrode system.

Where:

e

"

The preset surface potential of the charge transfer electrode as set
by the FET.

”N = When the two charge packets into the "D" cell are a full binary
"one" (QO) and a "fat zero" (QN), or two "fat zero" charge
packets in the case of a three input port fuli-adder. The full
binary one charge packet will transfer onto the "T" gate and the fat
zero(s) packet(s) will spill across the barrier to the charge transfer

electrode, causing the surface potential to change to 0N.

P = When the two charge packets into the "D" cell are "thin" (attenuated)
binary "ones” (ZQT) a full binary "one" charge, (Qo), will transfer into
the "T" gate and the remainder of the two "thin" packets, (20T - Qo).
transfers across the barrier to the charge transfer electrode causing
the surface potential to change to ﬂT. (20T - Qo) = QJ.

® = The surface potential on the charge transfer electrode when a full
binary "one" charge packet, (Qo), transfers across the barrier onto
l the charge transfer electrode.

@, = The initial surface potential of an empty "T" cell as set by the most
p
positive voltage level of the clock signal.

ﬂJ = The surface potential of the "T" cell when a full binary "one" charge
packet (Qo), is transferred into it.

It can be seen that the amount of blocked charge (aQb) is expressed as:

AQb = CT(AﬂT -(QJ = ﬂN))
. CT
aQb = E;- aAQJ - ACT 3.1
l Wh A=p, -0 & i
ere = - Apy =
| 3~ N T
i
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Figure 3-13. Surface Potential Diagram of the T-Cell to i
i Charge Transfer Electrode Interface.

N The desired result is: to provide value for AQ that is approximately the same 4

} as (but less than) Qo; also provide a value for AQb = 0, that is GJ - OT > 03
provide a value for AQ that is nearly the same (but greater than) QO; and
provide a value for AQB = 0, thereby retaining the margin ON - OP > 0.

Py

Mathematically, Qb < 0, (when AQ = QN) when the charge transfer node does 4
not present a barrier. The largest swing in the charge transfer node (that
] allows AQb < 0) occurs when AQb = 0. The amount of charge on the charge
transfer electrode required to do this is:

; 3-20
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aQ = <Q. . 3.2

Mathematically, aQb > Qo (when AQ - QJ), when the charge transfer electrode
presents a total barrier. The smallest swing in the charge transfer

electrode occurs when AQb = Q_. The amount of charge on the charge transfer

0
node required to do this is:

Cr
AQ = (QO + ACT) C_Fg_)_ QO
Q.C AC
aq=2F T F 3.3
aCT a

To maximize the sw'tEhing margin of the "T" cell minus the charge transfer

electrode system, ;%—E must be at a minimum.
T

The computer program calculates the size of the Q] full packet from the
area of the "D" cell, the maximum clock voltage applied to the D cell and
the potential of the barrier gate.

The computer program also calculates the total noise charge packet (QN),
by summing three separate components: the first of these noise components
is the residual charge that remains after a full charge packet has been
attenuated. The second component is the charge packet that crosses the
potential barrier of a previous arithmetic cell, due to low threshold voltage.
The third component is due to accumulation of dark current.

For the DP5 full-adder, the full charge packet was calculated to be 3.2
million electrons and the noise charge packet was calculated to be one million

electrons.

The computer program successively adjusts the preset surface level of
the charge transfer electrode so that the QN - Qp margin equals the DJ - OT
margin. The computer RSS program for the DP5 full-adder calculated both
margins as 213 mV.
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3.3.4 Advantages of Full-Adder Over Dual Half-Adder Implementations

3.3.4.1 Power Dissipation

The power consumed in a DCCL is only that power required to charge the
gate capacitance to each clock voltage level. The capacitance of the #1 clock
line to the full-adder is approximately 1.8 times that of a half-adder; with
the exception of that clock line, all other capacitances are identical. This
additional capacitance causes a full-adder to dissipate 20% more power than a
single half-adder. However, when dual half-adders are used to implement a
full-adder function, this configuration requires two one-bit shift-registers
and an OR gate. These additional elements, added to the two half-adders, result
in an overall power dissipation that is 2.5 times that of a single full-adder.

3.3.4.2 Transfer Efficiency

It is not feasible to use a "fat-zero" in implementing arithmetic functions
with DCCL's. As a result, transfer efficiencies of only 0.998 per transfer
are achievable. There are two transfers through a full adder, resulting in a
transfer efficiency of 0.996. In a dual half-adder configuration there are
four transfers producing a transfer efficiency of 0.992. In the Tayout of a
Targe pipeline arithmetic array it will therefore be necessary to insert a
level of charge refresh cells twice as frequently when dual half-adder configura-
tions are used.

3.3.4.3 Pipeline Delays

Both full-adders and half-adders perform a sinale mathematical function
in one clock cycle. Therefore, a full-adder implemented from two cascaded
half-adders requires two clock cycles to perform the full-adder function. An
adder or multipiier designed from full-adders will impose half as many pipe-
line delays on the system as the same adder or multipiier designed from
cascaded dual half adders. This is significant where maximum circuit density
is of primary importance.

3.4 HALF-ADDER DESIGNS AND RESULTS

A basic description of the half adder and how it performs arithmetic
functions has been previously provided in Section 3.1. For reference, the
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truth table for a half adder is shown in Table 3-3. The half-adder can be
used for other functions besides addition. As illustrated in Table 3-3,
sum output performs the “exclusive-OR" function and the carry output perrtorms
an "AND" function.

Table 3-3. Half-Adder Truth Table

Inputs Outputs

A B Sum Carry or
1 1 [Exclusive-0R')|("AND")

0 0 0 0

0 1 1 0

1 0 1 0

1 1 0 1

The first half-adder was implemented in August 1975, on the DP-0
evaluation mask., A schematic diagram of this half-adder is shown in Figure

3-14. A description of its method of operation was pub]ishedB'4 in March
1976.
gD
gs
CHARG E TRANSFER l
ELECTRODE -
BARRIER l
IN1 A, ASTER| CARRY
= — .*c N our
\
D
:[:B _Is___ﬂ SLAVE :ﬁ ] SUM
IN2 P c' out
/ |
TRANSFER GATE

Figure 3-14, Schematic of the 1975 DP0 Half-Adder.
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The DP-0 wafer used metal gates over a 2000 K gate oxide, a single
polysilicon gate level over 1000 K gate, P-channel technology, and a 15000 R
field oxide. The DP-0 half-adder design did not provide useful devices due
to metal line breakage resulting from inadequate metal step coverage layout
constraints.

The layout problems of the DPO half-adder was corrected (to eliminate the
cause of metal breaks) on the DP1 design. The half-adder was subsequently
used as a standard cell to form a 4 + 4 adder and a 3 x 3 (magnitude only)
multiplier.

Analytical results provided by computer modeling of the full and half-
adders made it apparent that the size of the T-gate should be 2.8 to 3.0 times
the area of the D-gate in order to enhance the functional performance of the
charge sense electrode. It also became apparent that the area under the
master end, M, of the charge sense electrode should be as small as possible
so as to make the voltage change transmitted to the charge transfer electrode
as large as possible.

There were two different half-adder lTayouts used on the DP1 mask. The , i
first was used in the multiplier and adder along with the full-adder and was
identical in design to the full-adder except that one input and the inter-
mediate gate, I, were removed. These half-adder and full-adder combinations

all had the large T-gate, small M-gate combinations and the arrays containing il
them function extremely well. ii

The second half-adder was a completely different design and did not i‘
utilize a large T-gate. This half-adder design was used in the 3 x 3 )

and 4 + 4 arrays that used the half-adder exclusively. After developing
special three lTevel clocks, these half-adders and the multiplier and adder
arrays containing them were made to function.

In the next design (the DP2 mask), we used the cascaded half-adder to
form a full-adder as shown previously in Figure 3-8. The half-adder design
was simplified by eliminating the precharge capacitance and using the FET
to preset the charge transfer electrode to the transfer surface potential
as well as remove any initial charges.
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As mentioned previously in Section 3.3 (regarding DP2 full adders),
difficulties were experienced in using a slip-mask approach and the develop-

ment of the DP3 designs were well underway before we received any DP2

devices. Consequently, very 1little testing was carried out on the DP2
half-adders.

It was at this time that we discovered by changing the location of the
carry output from the master side of the charge sensing electrode to the D
input storage gate, we were guaranteed of generating a full charge packet
each time there were two or more binary "1" inputs (full-charge packets)
into the D input area. Thus, we had an automatic charge refresh

capability at the carry-out port of all half-adders on the DP3 and subsequent
designs.

Another major improvement on the DP-3 half-adder was to change from
using a floating-gate capacitance at the master-side of the charge sense
element to the use of the precharge FET source as a floating diffusion.

Both the 16 + 16 adder and the 8 x 8 multiplier on the DP3 chip were
designed from cascaded half-adders and OR gates. Tests were performed
on both the floating-gate and floating-diffusion half-adders and it was
shown that the floating-diffusion half-adder had greater sensitivity and
better transfer efficiency.

In December 1977, in response to a desire for higher clock speeds, we
changed from the two-phase, p-channel structure to a three-phase n-channel
structure. The channel was defined by an implanted p+ channel stop.

The first N-channel evaluation mask was designated NE-1 and contained
a half-adder as a test device. A schematic diagram of the NE-1 half-adder
is shown in Figure 3-15. This half-adder was shown to function correctly
in February 1978, and was used as one of the test vehicles for the
radiation tests (see Section 5.0).

During the radiation testing of the NE-1 half-adder it was found that
the surface potential shift of the charge sense gate did not track well with
the surface potential shift of the other CCD gates in the half adder. The
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Figure 3-15. Schematic of the NE-1 Half-Adder.

reason for this is that with the drain of the precharge FET connected to
its gate, there are two threshold voltage drops involved with the charge
sense gate as compared to one between the CCD gates and their surface
potentials. Thus as the threshold voltages changed with radiation exposure,
the surface potential did not track between the charge sense gate and the

other half-adder gates.

This was corrected in the NE-Z half-adder and the exclusive OR-gate
used on the DP5 arithmetic array by connecting the FET drain and gate

electrodes to separate pads. The trade-off was additional silicon area and
ar additional bonding pad.

One problem that we found with all of the digital logic and arithmetic
cells on the NE-1 design was the incompatibility between the even number of l;
gates in a double polysilicon structure and the odd number of clocks in a i

3-phase clocking system. This made contiguous interconnection of identical
cells very difficult. Our first approach was to make one storage area from
two overlapping polysilicon gates. This seemed a good approach since both
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gates have the same oxide thickness, however we found in practice that
there was a surface potential bump under the first gate in the overlap
structure. This bump caused some charge to be trapped, resulting in an
excessive transfer loss.

On the NE-2 and DP-5 designs, instead of connecting both halves of the
overlapped gate pair to the same clock line, they were taken to two different
clock lines. Both clock lines had the same phase relationship but the second
gate clock was larger, producing a deeper potential well. The length of the
first gate was reduced makinc it a transfer gate and the length of the second "
half series gate was increased so that it would store the whole charge.
This proved very satisfactory and the half-adder test device on DP5 proved
to have excellent transfer efficiency.

The next half-adder to be designed was for the ACD project (see Section
9.3). There were two new requirements for this device. The first was that
it should operate at clock speeds up to 3.5 MHz and second it should operate
with the same 4 phase clocks required by our current SPS memory designs.

The first requirement was met by reducing the transfer length of all
the gates, and taking special care that the transfer length of the T-gate
(the largest gate in the half-adder) was kept to a minimum. The even number
of 4 clock phases fell naturally in line with the even number of two
polysilicon levels so that the ACD half adder was easier to implement than
the NE1/DP5 3-phase half-adders. )

T et VRV - TIPYP IR A IR 3

In parallel with the design of thé ACD half-adder was an earlier version
designed for the FHT projects (see Section 9.2). Although this half-adder is
similar to the NE-! design in that it is also N-channel, 3-phase rlock, and
uses a floating-diffusion for charge sensing; it had one significant
difference. The slave-end of the charge transfer electrode is of second
level polysilicon, whereas the NE1/DP5/ACD half adders used first level
polysilicon for the slave-end. The result of this was that the effective
length of the channel under the slave-end of the charge sense electrode was
shorter than the later half-adder designs and performance was degraded by
fringing-fields from adjacent gates.
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The last half-adder designed to date is the ACD-2. This is a further
evolution of the NE1-NE2-DP5-ACD series. The newer half-adder has a
larger storage well to store the sum-bit and also a wider barrier electrode
between the D-gate and the master-end of the charge transfer electrode.

3.4.1 Half-Adder Gain and Operating Margins

The same mathematical and computer models described in Section 3.3.3 for
a full-adder can be modified and used to calculate the operating margins
of the hal f-adder. The only modification necessary is to reduce the inputs
from three to two and to remove the second barrier overlap capacitance from
the floating-diffusion node of the charge transfer electrode.

We define the gain (G), of a half-adder (or a full-adder) as

Qb
G ) 3.4

where AQb is the amount of charge blocked and AQ is the amount of charge
transfered to the floating diffusion node of the charge sense electrode. The
gain can be calculated from Equation 3.1 (see Section 3.3.3 for Egquations 3.1
through 3.3):

I\.Q B F A} }\.Qk - {.\AQ’ 3.5

from Equation 3.2 when AQ = QJ:

6= oo o T 3.6

QJ is the amount of charge that transfers across the barrier to the charge
sense electrode when two thin (attenuated) binary ones (ZQT) are transfered
into the D cell and a full binary one charge, (00) is retained by the
barrier, QJ = ZQT - Qo'

A test procedure was developed for measuring the half-adder switching
margins expressed as a percentage of a binary "one."

3.28




In order to carry out this measurement, a 700 Hz triangular waveform
is applied to the inject source diode, thus increasing the amplitude of both
input charge packets at a linear rate.

A digital input pattern at a 400 kHz rate is applied to both input
control gates to the half-adder. The input sequence to one control gate
(IN1) is 11101010 and the input to the other control gate (IN2) is 10111010.

The output charge packets from the sum and carry channels from the haif-
adder are converted to voltages and displayed on an oscilloscope.

The SUM output displays two traces, the main trace is painted at each
alternate combination of the input pattern when IN1 and IN2 are both binary
one, it therefore paints the trace at 200 kHz. The second trace occurs twice
per pattern cycle when either (but not both) inputs are binary one, this ghost
trace is painted at 100 kHz.

To calibrate the test set-up correctly, the amplitude of the input
triangular waveform must be adjusted so that the slope of the curve 1 (ghost
trace) as shown on Figure 3-16 intersects the flat portion of curve 3 at one
point (a).

Curve 1 is the SUM output of a single binary one input when its charge
is less than required to fill the half-adder D input storage well. The apex
of this curve is where the single one charge packet is large enough to
exactly fill the D storage well.

[f a flat period exists at the apex of curve 1 it indicates that the
triangular waveform is too great and the single binary one is overflowing
acraoss the barrier, it therefore should be reduced until the apex is a

single point.

Curve 2 is the SUM output resulting from two ramped inputs. Segment d-c
of curve 2 represents the sum output. The total charge of the two ramped
inputs is greater than that required to fill the half-adder D input storage
area. During this portion of the curve, the amount of charge transfered
across the barrier is insufficient to fully change the potential of the charge

sense node from a transfer state to a barrier state.
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Figure 3-16. Oscilloscope Display of Sum and Carry Outputs of a
Hal f-Adder During Margin Testing.

Curve 3 reflects the carry output from two increasing inputs. As the
charge transfered onto the charge sense electrode increases, the carry output
increases and the sum output decreases until the inputs reach full (Qo) value.

The timebase of the CRT is adjusted so that curve 1 completely fills ten
spaces of the graticule, that is, a binary one fills 100% of the graticule.
Each space on the graticule is therefore 20% of the sum output for two
binary one inputs displayed on curve 2.

The thin one margin is the flat portion of curve 3 from a to b and the
fat zero margin is the flat portion of the curve 2 from c¢ to d. In most
cases the two margins should be of equal amplitude, they can be made equal
by adjusting the preset transfer level of the charge transfer electrode.
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A photograph of the DP5 full-adder output curves is shown in Figure
3-17. Due to the non-linearity of the sum output for a single ramped input
(curve a), the test set up was calibrated so that a linear projection of
curve a intersects the center of the graticule. The photograph shows a
fat zero margin of 25% and a thin one margin of 70%.

3.4.2 Other Uses of Half-Adders

A half-adder can be used for several other applications in addition to
the exclusive-OR and the AND functions described previously.

3.4.2.1 Refresh and Invert

By connecting one of the inputs of a half-adder to a constant binary
one, the truthtable is reduced to that shown in Table 3-4. The functions
provided by Table 3-4 provide both a refresh and a binary logic interter.

Table 3-4. Half Adder Truth Table with one Input
Always a Binary One.

Inputs Outputs

Al | Bl sum/AT | Carry/Al Restored

e R

0 1 1 0

B

] 1 0 1

i

3.4.2.2 Fan-Out

The fan-out generator is similar to the charge refresh cell described
above, the only difference is that instead of transfering in a charge .
packet equal to a binary one at each clock phase (constant binary one input)
we transfer in a charge packet that is two to three times the size of a
binary one. Care must be taken in the design of the T-gate and multiple
output ports of the fan-out generator to ensure that the transfer lengths
are exactly the same or differences in charge packet size will be
encountered.
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Figure 3-17. Sum and Carry Outputs of a DP5 Full-Adder
Showing a 25% Fat Zero Margin and a 70%
Thin Binary One Margin.

3.4.2.3 Frequency Divider

A clock frequency can be divided down by any even integer with a half-
adder by connecting the SUM output, through a shift-register delay, back
to one of the inputs. The input clock is applied to either the source inject
diode or the (1 control gate. If no delay is inserted in the feedback path
between the SUM output and the input, there is one clock period delay through
the half-adder and the output from the carry port will be a pulse train at
half the clock frequency. i

If a one-bit delay is inserted in the feedback path then the clock
frequency will be divided by 4. The output frequency is fc/Z(T+]) where fc
is the clock frequency, and t is the number of stage delays inserted in the
feedback path.

3.4.3 Advantages of Half-Adders over Full-Adders

3.4.3.1 Clock Frequency

For the large charge packets used in DCCL's, the transfer of charges is
dominated by self-induced drift. In a half-adder, the P1 clock is applied
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to the D gate. The time duration of the Pl clock is determined by the time
necessary for an input of ZQO charges to fill the input storage area D,
transfer over the barrier and fill the floating diffusion well of the
charge sense electrode.

The time required for the initial 200 charge to settle to within one
thermal voltage (KT/q) has been shown to be

m L3 NC

t = HA  “ox

HA® 4y QO

3-7

where: L is the total length of the electrodes over the input gate, the D
storage gate, the barrier, and the floating diffusion; W is the channel width;
Cox is the oxide capacitance per unit area; u, is the mobility of the carriers;
and (p) - p2) = 200/(L2wcox) is the input charge. The potential difference

P1 - P2 is the difference in surface potentials between an empty well and a

well with a full charge packet Qo'

At the end of the self-induced drift period, the remaining input
charge has a surface potential of + 26 mV (at room temperature) and is swept
out by the fringing fields.

The full-adder has an additional transfer area and storage gate that
has to fill when the initial input charge is 3Q0. The self-induced drift
period for the full adder is

tFA : 6u Q 3-8

The ratio in self-induced drift time between a half-adder and a full-

adder is
3
t L
FA _ 2 [“FA -
T 3T 39
HA HA
Far the specific designs described here, LHA = 1.4 mil and LFA = 2.6 mil.

Consequently, the P1 period for the full-adder will be 2.1 times that required
for the half-adder.
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The clock period for 3 phase full-adders and half-adders can be divided
into two periods, the period that the charges are equilizing while the Pl
clock is negative and the period when the P1 clock is positive and the other i

clocks are controlling the charges. In a half-adder, the first period is
approximately 40% or 0.4t and the second period is 60% or 0.6t. In a full-
adder the first period is 2.1 x 0.4t = 0.84t so that the total time for a
full adder is 1.44t, compared to t for a half-adder.

3.4.3.2 Signal-to-Noise Ratio

A half-adder requires one input port to the floating diffusion on the
master side of the charge sense electrode.

The additional channel to the intermediate storage area in a full-adder
requires that a output port be added to the floating-diffusion node of the
charge transfer electrode.

The additional polysilicon-diffusion capacitance due to this output port
is added to the charge sense electrode parasitic capacitance, thereby reducing
the sensitivity and gain of the full adder as compared to the half adder.

3.5 1/0 CIRCUITRY

3.5.1 Input Circuits

3.5.1.1 DCCD Input Charge Generation

The basic scuppering (also known as "fill and spill” or "potential
equilibration") input scheme is depicted schematically in Figure 3-18. The
timing shown is for a 3-phase CCD structure. There are two variations of
this scheme; one with the data input on the C1 electrode, and the other with
the data input on the inject diffusion. Both versions use the same voltage
timing. P

The generation of a DCCD logic one charge packet can be explained from t]
Figure 3-18. At time sector 0, the Cl1 surface potential is brought to 4 volts <
and the #1 clock assumes a blocking level of 1 volt. At sector 1 the ;
inject diffusion lies at 2 volts, and C2 surface potential goes to 8 volts. {}
The inject diffusion is now forward biased and electrons (holes in the case of
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Figure 3-18. Schematic Diagram showing the basic charge input
generation technique.
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p-channel devices) are injected across the surface under C1 and C2 until

those surface potentials reach 2 voits. At sector 2, the inject diffusion is

taken back to 7 volts. Electrons in the C1, C2 well, now spill back into the e
inject diffusion across the 4 volt barrier of C1. This scuppering process is

allowed to continue up to sector 4. By this point in time the surface potential

under C1 and C2 will be approximately 4 volts. This leaves a packet of

electrons trapped in the C2 potential well. The size of this packet can be

readily determined by integrating the C2 well capacity with respect to surface
potential from 4 to 8 volts. At sector 4 the C1 surface potential is switched
back to 1 volt and the P1 surface is brought to 8 volts. Now the charge

packed under C2 redistributes itself equally between C2 and P1. At sector 5

the C2 surface potential returns to 1 volt. During this transition the
complement of the charge packet is moved under P1. Thus a charge packet,
representing a DCCD logic one, is generated and shifted out of the input
structure. In the case of a logic zero, no charge is captured in C2 as (]
remains at 1 volt during sectors 1 through 4.

3.5.1.2 1Input Buffers

A TTL receiver has been developed for the DCCL logic family. It is designed
to operate the C1 electrode of the standard input circuit shown in Figure
3-18. Figure 3-19 shows a schematic of the TTL receiver with its output tied ..
to the standard input structure (labeled CI1000). This receiver is designed
to operate with low power schottky TTL. Q1 of this circuit provides

dynamic pull up for the TTL. A single receiver is capable of driving 3 DCCL
inputs at a 5 MHz clockrate.

In the second scheme mentioned above, where the inject diffusion is used
as the data input port, the formation of logic ones is identical to the one
described above with the exception that, to form a logic zero, the inject
diffusion must be kept at 7 volts throughout the clock period. In contrast
to the first input scheme, C1 is cycled between 1 and 4 volts every clock

—— )
Ve o= s

period and the polarity of the input is reversed (i.e. for the C1 input, the

—

most positive level yields a logic one; for the inject input, the most
regative level yields a logic one).

———
f

¥
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Figure 3-19. Schematic of the TTL to DCCD input circuit.

3.5.2 OQutput Circuits

There are three main output buffers used for DCCL; the simple source
follower, the two stage source follower with seif biasing, and the TTL trans-
mitter which converts DCCL into TTL inputs.

3.5.2.1 Source Follower OQutput Circuit

A schematic of the simple source foliower is shown in Figure 3-20. This
is the most general purpose output buffer for research applications as it is
composed of only three transistors and all circuit nodes are independently
accessible for biasing flexibility. A functional description of this interface

circuit is given below.

At sector 5 (see Figure 3-20 timing diagram) the collapsing @3 surface
potential pushes its charge packet across of semiconductor surface and over
the VB potential barrier to the n+ output diffusion. This changes the potential
of the diffusion from its reset level of Vo, to a less positive level. A
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logic one charge packet brings the diffusion potential to Vy- This potential
will persist until sector 1 where @3 takes a positive transition in voltage.
This transition capacitively couples onto the output diffusion to some

extent depending on layout. At sector 2 the PR electrode is strobed to a
positive potential such that Vo = VRR - VTHQZ' By sector 4 the reset
condition is stable and PR is switched to its negative Tevel, thus turning

Q1 off. This negative transition is capacitively coupled to the output
diffusion and is typically quite pronounced; it is commonly referred to as the
reset pedestal. At this point the output diffusion is ready to accept another
signal charge packet from the CCD channel.

R.5.2.2 Two Stage Source Follower OQutput Circuit

In the course of technology development the interface circuits must meet
the demands of higher frequency operation. To this end, the two stage source
follower shown in Figure 3-21 has been used throughout the development of n-
channel CCD. This buffer operates in the same manner as the simple source
follower described above with regard to the acceptance and resetting of signal
charge. The second follower stage, Q4 and Q5 provide additional buffering to
the external probe capacitance placed on the V0 node. 06 and 07 form a
voltage divider which is used to bias the load devices Q3 and QS' This buffer
will drive a 7 pf load with a small signal gain of 0.9 up to a frequency of
5 MHz.

3.5.2.3  DCCD to TTL Tri-State Output Circuit

For the purpose of interfacing between DCCL and TTL, a tri-state output
buffer has been developed. Figure 3-22 shows a schematic of this type of
baffer which is currently slated for use on the fast Hadamard transform
device FHT-1. This circuit is composed of a source follower input stage
(Q1 through Q4). The output of this stage is capacitively coupled through
Cl1 to the input of the inverter stage 06 and 07. The inverter stage
is dynamically biased by PA through 05‘ The inverter output is sampled
into the next stage by #5 through 08' The next stage, Qg through 014, forms
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Schematic of a tri-state DCCD to TTL output

circuit transmitter.
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a cross coupled inverter pair which switch the output transistors 015 and 016

in a complementory fashion. In the tri-state mode EN1 is low and the inverter,
composed of 018 and 017.turns both output transistors off through Q)l and

014. The load devices Q9 and le are also turned off through 020. This was

done in order to minimize the static current drawn in the tri-state mode and

thus minimize the power dissipation.

The tri-state impedance is greater than 1 M. The maximum operating
frequency 15 5.0 MHz driving a single lTow power schottky TTL input.

3.6 MEMORY CELLS

One of the most significant advantages of DCCD technology is the ability
to integrate high density, large scale memories with high density digital
logic circuits. A study of CCD memory applications indicated that a gap
existed between existing high speed - high power bipolar and MOS memories
and slower, high density magnetic memories: it was thought that this gap
could be filled by CCD memories that combined the advantages of very high
density, moderate speed and extremely low power regquirements. Although CCD
memories are significantly slower than the fastest bipolar memories, they
are significantly faster than disc and bubble memory storage systems. The
extremely high density of CCD memories permit their use for bulk storage
applications. They can also be used effectively for both comparator and

correlation functions, in addition to accumulation functions.

During the course of the memory development program, it became evident
that the complex offset gate geometry (to be discussed later in this section)
woulc have a significant impact on memory cell yields. The advantages of
much higher bit densitywere offset by potential yield losses, due to a factor
of two (2) increase in processing complexity. Combining a large number of
offset gate memory cells for bulk storage applications appeared infeasible
due to potential yield losses.

During 1975 and 1976, processing capabilities improved sufficiently to
insure fabrication of conventional SPS memory blocks that employed 5 micron
spacing. Memory block density therefore improved sufficiently to compete
with offset gate device density: this was accompanied by yields that indicated
the feasibility of interconnecting 2-kilobit memory blocks into 128 kilobit
or 256-kilobit (Targe scale) memory arrays.
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3.6.1 The Offset Gate Device Configuration

The initial design of the offset gate device consisted of two adjoining
transfer-storage (t-s) reglions, as shown in Figure 3-23. One t-s pair was
connected to the Phase I clock, while another t-s pair was connected to the

Phase Il clock. The t-s regions were formed by electrically connecting
adjacent pairs of overlapping gate structures. The properties of the two

types of gates were chosen to create a transfer and storage region for the
clocked charge packets, when connected to the same clock phase. Each pair
of transfer and storage regions provided one minimum geometry unit, ¢

equivalent to one-half of a bit length. "

The offset gate device was formed with either one or two additional
mask layers than required by a conventional two-phase overlapping-gate
structure. Compared to conventionally configured devices, the offset gate
geometry has a significant bit packing density advantage of 2x for both linear
and parallel arrays, while the advantages of the offset gate structure over
conventional serpentine and series-parallel arrays can be as great as a
factor of four. Since each polygate electrode pair was connected to the same
clock phase, short-circuits did not create functional problems when occasional
strands of polysilicon shorted adjacent polygate structures together. Addition-
ally, the two-phase clocking arrangement had a significant effect on the total
number of contacts necessary for a given memory block. The conventional struc-
ture requires a minimum of two contacts per bit, along any shift register
that cannot be accessed from both sides; the offset gate device required
contacts only to the initial clock line inputs.

The concept of the offset gate device is shown in Figure 3-23. The first
mask step 1s used to define the offset steps in the gate insulator, along the
length of the CCD channel. The first gate electrode structure, comprised
of polysilicon, is then aligned to the partially covered regions of thin
dielectric (region A) which in this instance, is thermally-grown oxide. The
polygate electrode also covered the thick dielectric (regfon B) as well. The
step in the insulator beneath this gate created the t-s pair within each
element of the gate structure. A step in the insulator also existed in the
regions not covered by the gate electrodes, indicated in the diagrams as
regions C and D; these regions had to be modified to produce a t-s pair for
the subsequently deposited and defined metal gate electrode.
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a) Alignment considerations of offset masks with respect to the gate masks

b} Use of an offset mask to produce a change in insulator thickness
beneath a gate structure

¢}, d Illlustration of the use of Si3Ng and ion implantation respectively to
produce the desired asymmetry for two phase operation

[

Figure 3-23. Offset gate device.
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When an insulator step was used to define the t-s region, only one offset

mask was required. After forming the first gate electrode structure, the gates
were used as a mask to selectively remove and regrow the exposed dielectric

in the channel region. A second offset mask could then be used to define a
properly oriented t-s pair beneath the overlapping gate structure, to insure
that the charge packets would be permitted to flow in the correct direction.

Figure 3-23 (a) shows in cross-section two of the masks necessary to
make the offset gate structure and Figure 3-23(b) shows the two gate masks
necessary for a standard (or conventional) overlapping gate two phase CCD.
In Figure 3-23 the basic geometry unit is designated ¢, while r represents
the mask alignment tolerance. Table 3-5 contains some comparisons for the
two structures.

The design of the conventional two-phase overlapping gate CCD makes it
independent of any mask misalignment m, that is less than the maximum tolerance,
r. The column of values listed in Table 3-5 reflects this fact. The offset
gate device is, however, dependent upon the accuracy of mask-to-mask alignment.
One cofumn in Table 3-5 gives the nominal values when m = O; the other column
lists the appropriate values for m <r. Since m can be positive or negative,
the sign associated with the worst-case situation is shown. In the nominal
case, the offset gate device had more than a factor of two improvement in
power dissipation, more than a factor of four improvement in maximum operating
frequency, and more than a square root of two degradation in signal-to-noise
ratio. The variations are direct consequences of the storage length reduction
in the offset gate device. There is no change in the parallel edge effect,
since both device configurations are assumed to have the same channel width.

It is worth noting that loss in the signal-to-noise ratio can be regained by
allowing wider channels for the offset gate device. This will produce
signal-to-noise ratios equal to, or better than those for the conventional
device, while maintaining a bit area advantage for the offset gate device.

CCD-1 was the designationof the mask set that was in use when this program
was initiated. The mask set was designed to allow production of conventional
two or four phase CCD shift registers in both serial and serpentine organizations.
Offset gate devices could also be produced with both serial and serpentine
organizations. Table 3-6 summarizes the shift register devices that appeared
on mask set CCD-1. The table includes the bit length of the serial devices
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Table 3-6. CCD-1 shift register devices.

Serial Bit Length (Microns)

Device Length SerpentingrBit Density ,
Device Type (Bits) (Microns%/Bit) Device Organization
Standard 8 86.4 Serial
Standard 8 43.2 Serial
Standard 64 43.2 Serial
Standard 128 1187. Serpentine
Standard 128 1187. Serpentine
with Refresh

Offset Gate 8 20.3 Serial

Offset Gate 24 309.7 Serpentine
Offset Gate 72 309.7 Serpentine
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and the bit density of the serpentine devices. In all cases, the CCD channel

width was 7.5 microns. In addition to producing offset gate devices, CCD-1

e

allowed evaluation of the effects of turning corners, as is required by
serpentine organizations. An examination of the results obtained by testing
these devices indicated that the offset gate geometry was producible and .
operated as expected, when compared to conventional shift register-type device
configurations. Tests.also indicated that the serpentine devices suffered no
degradation in performance as a result of corner-turning. The success of

CCD-1 was used as a basis for the generation of a second mask set, designated

LSM-1.

The LSM-1 mask set was devoted primarily to the production of offset gate
devices. The mask set was designed to allow further evaluation of these
devices, particularly the serpentine organization. In addition, refresh
circuits were designed and included on this mask set for the first time.
These refresh circuits were specifically designated to fit within the space

of two serpentine shift registers; this restriction necessitated the use of
several untested circuit concepts. While the LSM-1 mask set did provide
additional experience producing offset gate devices, the main impact on the
program was the experimentdl results, indicating that the use of silicon nitride
in the gate structure was undesirable. This conclusion was based upon processing
difficulties caused by the Si3N4, rather than by high fast surface state

density (Nss) levels. It was discovered that the refresh circuit designs
included on the LSM-1 chip did not function in the required manner. While a *
fix of this problem was devised, the continuing evaluation of overall system h
trade-offs indicated that an SPS structure was far more useful than a
serpentine structure. The net result was that the refresh circuit design for

the serpentine structure was set aside. Consequently, a new mask set design i_
that concentrated on the SPS memory was begun and was designated CCD-2.

The serial-to-parallel-to-serial (SPS) shift register design concept has [5
been known for some time. Figure3-24 illustrates the organization of such a
shift register as well as the lines of data flow. The data comes in serially,
is then clocked along the parallel registers and finalTy shifted out of the
memory cell serially.
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Operation of an SPS register was different for the offset gate device
than for the standard or conventional two phase device. The difference arises
from the fact that maximum bit density is dependent upon the spacing between
the parallel shift registers. Thus, the optimum spacing of parallel channels
corresponds exactly to the spacing of the clock phases in the offset gate

serial register, whereas, it corresponds to a distance equal to one-half the
spacing of the phases in the standard serial register, as shown in Figures 3-25,

3-26, 3-27, and 3-28. Consequently, to achieve maximum density with an SPS
memory built from a conventional structure, it is necessary to interleave
the parallel registers in the following manner:

The input serial register is loaded until all data resides under Phase III
serial gates; then a parallel transfer of data occurs. This event is followed
by a reloading of the input serial register, such that all data now resides
under Phase I serial gate structures. Parallel transfer of the data again occurs,
thereby insuring that all data is stored in the first location of the inter-
leaved parallel shift registers. The parallel register is clocked one bit
and the serial load procedure is repeated. A similar procedure is used
again as a means of unloading the data through the output serial register.

In order to achieve maximum bit density with a conventional or standard SPS
structure, it is necessary to provide a special clock waveform for the strobe
lines that allow data to enter and leave the parallel registers. The strobe
occurrence must be synched to the Phase I clock for one-half of the cycle;
then, synched to the PhaseIIl clock for the following half cycle. The high
density structure permits a simpler clocking scheme for the strobe lines, as
a result of the fact that only one serial loadper bara11e1 clock is required
instead of two as described above for the conventional structure.

To appreciate the implications of the two types of CCD organizations,
consider Figure 3-29. The minimum geometry dimension permitted by the mask
design rules was designated by 2; the minimumn mask